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Abstract: In this paper, we have set up a network  in  which  the  Transmission  Control Protocol (TCP) is its

end-to-end  transmission  protocol. We  have  analyzed  the congestion window size with different methods.

The purpose of this study is to examine the congestion control algorithms implemented by TCP. The article

presents a number of scenarios to examine these algorithms. We have tested the scenarios for FTP that

transfers files of 1MB and 10MB sizes. The simulation results show the performance and effect of the file’s size.

The performance parameters in this work are: Sent Segment Sequence Number, Received Segment Ack Number

and Congestion Window Size. The OPNET Modeler simulation results show a good estimation of the traffic

examined in the network.

Key words: TCP  FTP  Congestion window size  Sent segment sequence number  Received segment Ack
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INTRODUCTION acknowledgement number equal to the preceding

TCP is one of the primary protocols of the transport TCP normally performs congestion control, flow

layer  of  the  TCP/IP  suit,   also  called  Internet  model. control and so on, which can control the rate at which

At application level, it makes it possible to handle data applications send traffic. Other protocols degrade

coming from or going to the network layer of the model. application’s performance in case of collisions and

TCP segments are encapsulated into IP datagrams when retransmissions [4].

they are provided to the IP protocol. TCP reassembles the When  an   application   is  sending  a  large  amount

datagrams when received from the IP protocol. It permits of  packets  over   a    high-latency   network   and a

data to be shaped in variable length segments in order to high-bandwidth, TCP window sizes must be ample to

provide them to the network layer [1]. Congestion window allow TCP to send various packets in a row without

increases the probability of contention and packet losses having to wait for acknowledgements. TCP sends data

and consequently degrades performance of the TCP [2]. only when the amount of sent but not yet acknowledged

Using the TCP protocol, applications can communicate packets is less than the minimum of the sender window,

securely thanks to the TCP protocol's acknowledgements receiver  window  and  congestion control window sizes.

system independently from the lower layers. The TCP If any window is less than the “bandwidth-delay

protocol makes it possible to ensure reliable data transfer, product”, TCP is obliged to wait for acknowledgments.

although it uses the IP protocol, which does not include The bandwidth-delay product is (2* Bandwidth*

any monitoring of datagram delivery. Propagation Delay). Due to the congestion control, flow

In reality, to ensure mutual receipt of data, the TCP control, sender/receiver  window size, TCP lessens the

protocol has an acknowledgement system. When a rate at which the application can send packets [4].

segment is issued, a sequence number is assigned to it. When TCP examines packet loss, it assumes that the

Upon receipt of a segment, the receiver returns a data network is congested. This causes TCP to reduce the rate

segment where the Ack flag is set to 1 (in order to indicate at which applications can send traffic. Retransmissions

that it is an acknowledgement) along with an increase the chance of TCP windowing bottlenecks,

sequence number [3].
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because  retransmissions cause TCP to reduce the high throughput and low delay. Such methods keep away

window size. The large Protocol/Congestion delay is a network from entering the congestion state. Simply it is

caused by a small  TCP  window  and retransmissions. said that congestion control is a recovery procedure while

Both  of  these can reduce the rate at  which  the  FTP congestion avoidance  is  prevention technique [13-17].

server sends messages. The FTP Server sends packets to At  the beginning of a connection and after idle times,

the client and waits to receive acknowledgement from the TCP uses the Slow-Start technique which delays the

client before sending more packets. This is not a good transport of segments especially if the round-trip time is

procedure because  it delays the transmission process large, which is unfavorable for voice or video applications

and extends the file transfer. The transmission delay is [18]. One of the TCP’s serious duties is to determine

caused by size of  the packet. Lower the transmission which packets are lost in the network, as a base for

speed, larger will be the delay and vice versa [4]. control actions (i.e., flow control and packet

The purpose of this paper is to study the FTP that retransmission). Two TCP’s contemporary

transfers files of different sizes. The simulations have implementations are timeout  and fast retransmit.

been done in OPNET Modeler 14.0, because OPNET Detection through timeout is inevitably a time-consuming

Modeler is a powerful tool that presents an inclusive operation; fast retransmit, while much quicker, is only

development environment for the simulation, efficient for   a  small  fraction  of  packet  loss  [19-20].

measurement and performance testing of communication The principal reasons for TCP performance degradation

networks [5-9]. are strife between hidden terminal problems, sharing

Related Work: Computer networks and Internet are exponential retransmission backoff in the TCP layer, path

experiencing an unstable growth. Most daily activities disconnections arising from mobility and reordering also

and  transactions are done  through  the   network   in   the exacerbate operations. In order to keep the probability of

form of transmitting of data, sharing of files and contention loss in the system to a minimum, it is

computing resources. This rising growth of computer indispensable to bound the TCP congestion window size

network thus has created inflexible congestion problems. [2], [21]. A lab is designed in [22] to examine the

In responding to data loss or congestion, TCP uses congestion  control  algorithms  implemented  by TCP.

retransmission and timeout techniques. For that reason, The idea of the congestion control procedure is to

the endpoints generally assume that the timeout occurs suffocate how fast TCP sends segments to keep the

because of simple delay in the network. For congestion sender from overloading the network. The concept of TCP

resolution, the presumed loss datagrams are retransmitted congestion control is for each source to verify how much

which nevertheless deteriorate the congestion instead of capacity is offered by the network so that it knows how

resolving the problem. When data segments are received many segments it can safely have in transit.

in out of order fashion, TCP generates an instantaneous

duplicate  acknowledgment to let the sender  know that OPNET SIMULATION

the sent segments are received out of order.

Congestion avoidance in Reno technique is achieved The main focus of this study is to observe the

after fast retransmit sends the missing segment, because functioning  of FTP  transferring different size of files.

the lost segment is a sign of congestion. This algorithm is Using OPNET Modeler 14.0, three networks (i.e.,

known as fast recovery [10]. Congestion is a situation of Drop_NoFast, Drop_Fast and No_Drop) were simulated

severe delay produced by an excess of datagrams at in which the TCP parameters i.e., Congestion Window

router [11]. Conversely, congestion control is a Size, Sent Segment Sequence Number and Received

distributed technique for sharing network resources Segment Acknowledgement Number were tested. 

among the users [12]. Control is being carried out by TCP

[10]. Congestion takes place if the resource demands Applications Parameters: OPNET Modeler allows

exceed the capacity and packets are lost as a result of too choosing different parameters for TCP [23-24] e.g.,

much queuing in the routers. Congestion increases the Congestion Window Size, Received Segment Ack Number

path delay and  drops  the  network  throughput  to zero. and Sent Segment Sequence Number, etc. The Congestion

A congestion control method helps networks to recover Window Size defines the amount of data in segments that

from the congestion state, while a congestion avoidance a TCP sender can send before waiting for an

technique permits a network to function in the area of acknowledgment to precede. It provides the transport

terminals and packet loss in the MAC layer. In addition,
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level with  a  flow  control  mechanism (end-to-end)  and

it  makes sure  that  data  is  accurately delivered. The

Sent Segment sequence number is used for the

synchronization of the sequence numbers. The

acknowledgement number does not relate to the number

of the last segment received but it relates to the sequence

number of the next segment expected [3].

RESULTS

In this section, three scenarios were tested that

compare the  performance of  FTP transferring files of Fig. 1: Sent Segment Sequence Number with 1MB file

1MB and 10MB. As in [12], in the 1  scenario, namelyst

No_Drop, the fast retransmit and fast recovery techniques

were disabled. In 2  scenario, namely Drop_NoFast, thend

packet  discard  ratio  was  assigned a value of 0.05%.

And in the 3  scenario (Drop_Fast), the fast retransmitrd

method was enabled and the fast recovery was assigned

Reno attribute which also has 0.05% packet loss.

Fig. 1 and 2 show the Sent Segment Sequence

Number  of   1MB   and    10MB     files,    respectively.

The  Received  Segment  Acknowledgement   Number

with 1MB and 10MB files are shown in Fig. 3 and 4,

respectively. The Congestion Window  size  with  1MB

file is given in Fig. 5; Fig. 6 shows the effect of the Fig. 2: Sent Segment Sequence Number with 10MB file

Congestion Window size with 10MB file.

Performance Evaluation: We compare  our results with

the work done in [22]. In the Drop_NoFast scenario, the

packet  discard   ratio   was  assigned a value of  0.05%.

In transferring of 1MB file (Fig. 1), it has the slowest

growth in sequence number compared to other two

scenarios (i.e., Drop_Fast and No_Drop), while in 10MB

file transmission, it has the highest growth in sequence

number (Fig. 2) and same is the case with segment Ack

number (Fig. 3 and 4).

Similarly, the graph for congestion window size in

No_Drop scenario, in which fast retransmit and fast Fig. 3: Received Segment Ack Number with 1MB file

recovery techniques were disabled, is straight for both

1MB and 10MB files. And in the Drop_NoFast scenario,

the congestion window  size for 1MB file’s transmission

is pretty low compared to that of 10MB file’s transmission

(Fig. 5 and 6).

In each of the following figures, the X-axis shows the

amount of  simulated time, while theY-axis shows the

value of Sent Segment Sequence Number in Fig. 1 and 2,

the Received  Segment  Acknowledgement  Number in

Fig. 3 and 4 and Congestion window size  (in  bytes) in

Fig. 5 and 6, respectively. All the networks were simulated

for 7 minutes. Fig. 4: Received Segment Ack Number with 10MB file
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Fig. 5: Congestion Window Size with 1MB file

Fig. 6: Congestion Window Size with 10MB file

Concluding Remarks: This article indoctrinates the

congestion  control   algorithms  implemented by TCP.

The study shows a number of scenarios to examine the

effect of these algorithms. The performance was tested

using   FTP    transferring    files    of    different   sizes.

The performance is examined with 1MB and 10MB file

sizes. A good estimation of the traffic investigated in the

network has been shown using OPNET simulations.
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